
On the Design of High-Speed Pseudorandom bit Generators for Secure
Broadcasting Systems

Chung-Huang Yang
Department of Information Management

National Kaohsiung First University of Science and Technology
1 University Road, Yenchao, Kaohsiung, Taiwan 824, R.O.C.

http://www.nkfu.edu.tw/~chyang/
email: chyang@ccms.nkfu.edu.tw

Abstract.  Pseudorandom bit generators play an essential role in audio or video conditional-access control

systems which allow broadcasting programs to be viewed only by authorized subscribers.  This paper evaluated

cryptographic strength of bit generators proposed by the European Broadcast Unit (EBU) and the Japan's Ministry of

Posts and Telecommunications and some security weakness was found on the generators.  Subsequently we gave a

method to safeguard the EBU's sequence generators that is free from any known cryptologic weakness and we also

proposed a self clock-control scheme which generates sequences with non-Mersenne prime periods suitable for

cryptographic  purposes.
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1.  Introduction

Since the advent of pay-TV in the early 1950s, scrambled transmission of television signals has generated a

great deal of interest.  In a typical conditional-access control system [1-4], a group of channels is transmitted in the

scrambled form and all the decoders in each subscriber's home receive the same signal consisting of scrambled

components and access control parameters.  Successful descrambling occurs only in the homes of those who have

been authorized.  Figure 1 shows the security architecture of a typical receiver or decoder in a conditional-access

broadcasting system.
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Figure 1  Security architecture of a typical addressable TV decoder

Scrambling operation is generally based upon a pseudorandom bit generators (PRBG) controlled by a secret

key, changed at very frequent intervals, while a decoder would reproduce the original video and audio signals of



certain programs (or services) if a correctly encrypted descrambling key was received.  Furthermore, in such

addressable system, the decoder could be completely activated or deactivated according to subscriber's status or the

program (service) in use.  In practice, for reason of security, sets of secret keys are resident in a hardware key

manager unit or inside an IC card.

The function of a PRBG is to produce a stream of unpredictable binary digits (bits) under the control of a

secret key and it should be computationally infeasible to predict any element in the sequence with better than 50-50

chance without knowing the key.  That is, given a portion of the output sequence, the attackers (hackers) should not

be able to generate other elements forwards or backwards.  The elements appear to be random in the local sense,

but they are in some way repeatable, hence only pseudorandom.

Most common PRBGs are consisting of linear feedback shift-register (LFSR) [5] circuits which have been

in use for a long time for generating cycle redundancy check, or as pattern generators on VLSI built-in self-testing,

or as error encoders/decoders.  A LFSR contains a shift register of n flip-flops (stages) and a feedback connection

such that each element of the output sequence is a fixed linear function of the previous n elements.  The feedback

connections will decide the period and statistical behavior of the output sequence.  By properly selecting the

feedback connection, period of an n-stage LFSR output sequence would be 2n -1 for any non-zero initial state (the

seed or key).  Such an output sequence is called maximum-length sequence.

However, in spite of the large choice of the feedback connections in addition to large period and ideal

randomness, maximum-length LFSR output sequences cannot be considered as secure without undergoing further

cryptographic transformations.  In fact, the initial state and feedback connection of a n-stage LFSR can be

completely determined by using just 2n successive bits of the output sequence (see, for example, [6]).

Without knowing the secret keys, the hacker has the complete knowledge both about the nature of the

signals under transmission and also about everything of the decoder which are invariant and key independent.  With

regarding the security, no general criterion at the present time has been developed to certify the security of key-

controlled sequence generators, and many schemes have been proposed and then broken.  The only way of

cryptanalysis (attacking) is by trial and error, subjecting the generator to all known cryptanalytic techniques.

2. Security of the Sequence Generators Proposed by the EBU

The EBU scheme [7-9] uses a 32-to-1 multiplexer as a nonlinear transforming function of two maximum-

length LFSRs.  Figure 2 shows the general structure of this sequence generator.
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Figure 2  The PRBG proposed by the European Broadcasting Union (EBU)



The content of LFSR2 (a 29-stage LFSR) is used to select one bit from the content of LFSR1 (a 31-stage

LFSR) as output element and the secret key is the initial non-zero contents at both LFSRs.  The output sequence has

period P = (229-1)(231-1) ≈  260≈  1018 and linear complexity (the linear complexity of a binary sequence is the

smallest length of the LFSR that could produce the sequence; it is often referred to as an important measure of the

unpredictability of sequences) LC = (229-1)× 31 ≈  1.7× 1010.  This undoubtedly makes output sequence of such

PRBG more secure than a pure LFSR circuit.  Nevertheless, it has been shown [10,11] that an algebraic test based

on the estimation of the consistency probability of a system of linear algebraic equations could be used to attack such

PRBG by exhaustive searching concentrated on the LFSR2 subkey, with 229-1 possible nonzero values.

This means that the entire key of secrecy can be revealed by a working factor of the order 229, not the

originally intended 229+31=260.  Since exhaustive searching has been applied, this does not mean that the generators

are cryptographically insecure, but rather indicates that some precautions are required to compensate for the reduced

security strength.  Recently, the EBU generator was shown to be subjected to a new type of recursive attack [12],

which exploited the re-synchronous mechanism in the video signals.

3. Security of the Sequence Generators Proposed by the MPT

As illustrated in Figure 3, the PRBG proposed by the Japan's Ministry of Posts and Telecommunications

(MPT) [13] is to employ a two-to-one multiplexer and combine three LFSRs together.  Here the secret key might

contain the initial values of the LFSR1, LFSR2, LFSR3, and possibly with the setting of nonlinear feedforward

functions NF1, NF2, and NF3.  This scheme is an improvement version of the Geffe generator [14] that was shown

to be completely insecure by an analytic algorithm [15], without exhaustive searching.  The computational

complexity of the analytic algorithm, in terms of bit operations, is of order O(n), where n denotes the largest length

of the LFSRs taking part in the system.
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Figure 3  The PRBG proposed by Japan's Ministry of Posts and Telecommunications (MPT)

Our attack starts with the observation that if we exhaustively try every possible initial value of the LFSR1, a

subkey of the entire key of secrecy, then we would encounter with sequence of {y'(t)=y(t) exclusive-OR a(t)} instead

of {y(t)}.  Although detailed information about the nonlinear feedforward function shown in Figure 3 is not



publicly available at present, we might make use the fact that every periodic sequence can be produced by a LFSR of

suitable length and consider sequence {y'(t)} as a sequence produced by a Geffe generator with three input

sequences {b(t)}, {c(t)} and {d(t)}.  We then applied the analytic method [14] to attack the established Geffe's

generator.

If the entire key of secrecy in Figure 3 is equally distributed into three LFSRs, then our method will reveal

the secret key by a working factor of the order 2(|K|/3) instead of the originally intended 2|K|, where |K| denote the

effective bit length of the secret key.  Again since exhaustive searching has been applied, this only indicates that the

LFSR2 and LFSR3 do not contribute substantially to the cryptographic strength of the PRBG as a whole and some

precautions are required.

4. Security Enhancement of the EBU Sequence Generators

The idea of bilateral clock control [11, 16] provides a good approach to safeguard the EBU multiplexing

scheme.  The resulting PRBG, shown in Figure 4, is constructed on the basis of mutual clock control of two LFSRs

used in the EBU generator.  In the enhanced EBU scheme, we have a pair of LFSRs, preloaded with secret key, and

each of the two LFSRs controls the clock pulses to the other.  Both LFSRs are now made inseparable from each

other, so that in attacking one of them the attacker must also take into consideration the other that controls the clock

signals to it.

Figure 4  The enhanced MUX-LFSR sequence generator

Large prime numbers have been intensively considered in connection with the design and analysis of public-

key cryptosystems.  Sequence generators with large non-Mersenne state periods have a large key-independent

lower bound Ordp(2) to the linear complexity of the output sequences, where p is the prime period of the sequences

and Ordp(2) is the order of 2 in the multiplicative group of integer modulo p [16].

In the enhanced scheme we use a pair of maximum-length LFSRs with same length.  The output sequence

{y(t)} has period P = 5× 2n-2-1, where n is the number of stages at both LFSRs.  If P is an odd prime number, then

the output sequence will have a guarantee key-independent lower bound to the linear complexity.    An example is

to let n = 34, then period P = 5× 232-1 (≈  2× 1010) is a prime and we have a key-independent linear complexity LC
≥  (P-1)/2 ≈ 1010.  Let n = 50, 56, 74, 150, 186, 250, 272, 276 will also produce sequences with lower bound to the

linear complexity comparable with their prime period.  At present, there is no known cryptologic weakness on the

proposed scheme.



We shall make an analysis of the state diagram of the generator thus constructed.  The state diagram,

shown in the Figure 5, is consisted of a total of 3× 2n-2-1 cycles with 2× 22n-4 branches (source state in Figure 5)

connected to these cycles and each cycle has identical length of 5× 2n-2-1.

source state

source state

Figure 5  The state diagram for the generator given in Figure 4
.

5. Self Clock-Controlled Sequences with Prime Periods

As mentioned above, pseudo-random binary sequences with non-Mersenne periods have a series of

cryptographic merits. Such sequences would have key-independent lower bound to the linear complexity and we

could apply further cryptographic transformations, such as to improve the statistics of the output, without influencing

the established bound, provided the transformation do not put it into a constant sequence.  This fact puts a once-for-

ever end to the linear complexity issue in all the related cryptographic considerations.

In [16], the authors proposed a new class of sequence generator, which generates a sequence with period of

the form h× 2m-1, using two mutual clock-control LFSRs.  Here we shall construct sequences with prime period

using a self-clocking LFSR, where a single LFSR control its own clock.

In the new scheme, shown in Figure 6, pseudo-random binary sequences with arbitrary prime periods of the

form h× 2m-1 could be produced by carefully setting up the stopping table (for example, a ROM or RAM).  This is

a stop-and-go type clock-control scheme.
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Figure 6  The self-clocking generator with prime state period



One might select m out of n possible positions from the n-stage LFSR, m ≤ n, and control contents of the 2m-

to-1 stopping table.  If the number of zeros in the table output is exactly 25% while the number of ones is exactly

75%, then the period of output sequence, assuming the LFSR is preloaded with a non-all-zero value, will be 2n-

1+(2n/4) = 5× 2n-2-1.  Similarly, if the number of zeros in the table is exactly 50%, then we have period = 3× 2n-1-1,

and so on.

6. Conclusions

It is the requirement in conditional-access control systems that the video signal should be scrambled under

the control of an encryption system and key-controlled pseudorandom bit generators (PRBGs) are commonly used as

a basis for such purpose.  The PRBGs proposed by the EBU and MPT are both based on the idea of output control

while we proposed a new class of self clock-control sequence generator which produces large non-Mersenne prime

period and a linear complexity comparable with the period.  Although at present there is no generally applicable

and practically checkable criterion for the design of cryptographically secure PRBGs, however, based on the

cryptanalytic experience conducted in this paper, we feel that a well-designed PRBG with clock control would

provide better cryptographic strength than the one with output control alone.
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